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Abstract. Multi-stack pushdown systems are a well-studied model of
concurrent computation using threads with first-order procedure calls.
While, in general, reachability is undecidable, there are numerous re-
strictions on stack behaviour that lead to decidability. To model higher-
order procedures calls, a generalisation of pushdown stacks called col-
lapsible pushdown stacks are required. Reachability problems for multi-
stack collapsible pushdown systems have been little studied. In a re-
cent FSTTCS article [12] we studied ordered, phase-bounded and scope-
bounded multi-stack collapsible pushdown systems using saturation tech-
niques and showed decidability of control state reachability, as well as
giving a regular representation of all configurations that can reach a given
control state.
This is an extended abstract of the FSTTCS 2013 article [12]. A full
version of the article with proofs and additional material is also avail-
able [13].

1 Introduction

Pushdown systems augment a finite-state machine with a stack and accurately
model first-order recursion. Such systems then are ideal for the analysis of se-
quential first-order programs and several successful tools, such as Moped [25] and
SLAM [2], exist for their analysis. However, the domination of multi- and many-
core machines means that programmers must be prepared to work in concurrent
environments, with several interacting execution threads.

Unfortunately, the analysis of concurrent pushdown systems is well-known
to be undecidable. However, most concurrent programs don’t interact patho-
logically and many restrictions on interaction have been discovered that give
decidability (e.g. [4,5,26,15,16]).

One particularly successful approach is context-bounding. This underapprox-
imates a concurrent system by bounding the number of context switches that
may occur [24]. It is based on the observation that most real-world bugs re-
quire only a small number of thread interactions [23]. Additionally, a number
of more relaxed restrictions on stack behaviour have been introduced. In partic-
ular phase-bounded [28], scope-bounded [29], and ordered [6] (corrected in [1])
systems. There are also generic frameworks — that bound the tree- [20] or split-
width [9] of the interactions between communication and storage — that give
decidability for all communication architectures that can be defined within them.



Languages such as C++, Haskell, Javascript, Python, or Scala increasingly
embrace higher-order procedure calls, which present a challenge to verifica-
tion. A popular approach to modelling higher-order languages for verification
is that of higher-order recursion schemes [10,21,17]. Collapsible pushdown sys-
tems (CPDS) are an extension of pushdown systems [14] with a “stack-of-stacks”
structure. The “collapse” operation allows a CPDS to retrieve information about
the context in which a stack character was created. These features give CPDS
equivalent modelling power to schemes [14].

These two formalisms have good model-checking properties. E.g, it is decid-
able whether a µ-calculus formula holds on the execution graph of a scheme [21]
(or CPDS [14]). Although, the complexity of such analyses is high, it has been
shown by Kobayashi [16] (and Broadbent et al. for CPDS [8]) that they can be
performed in practice on real code examples.

However concurrency for these models has been little studied. Work by Seth
considers phase-bounding for CPDS without collapse [27] by reduction to a fi-
nite state parity game. Recent work by Kobayashi and Igarashi studies context-
bounded recursion schemes [18].

In a recent FSTTCS article [12], we studied global reachability problems for
ordered, phase-bounded, and scope-bounded CPDS. We used saturation meth-
ods, which have been successfully implemented by e.g. Moped [25] for pushdown
systems and C-SHORe [8] for CPDS. Saturation was first applied to model-
checking by Bouajjani et al. [3] and Finkel et al. [11]. We presented a saturation
technique for CPDS in ICALP 2012 [7]. In the FSTTCS article [12] and its full
version [13], we presented the following advances.
1. Global reachability for ordered CPDSs.
2. Global reachability for phase-bounded CPDSs.
3. Global reachability for scope-bounded CPDSs.

Because the naive encoding of a single second-order stack has an undecid-
able MSO theory (we show this folklore result in the full paper [13]) it remains
a challenging open problem to generalise the generic frameworks above ([20,9])
to CPDSs, since these frameworks rely on MSO decidability over graph repre-
sentations of the storage and communication structure.

2 Preliminaries

2.1 Concurrent Collapsible Pushdown Systems (CPDS)

For a readable introduction to CPDS we defer to a survey by Ong [22]. Here we
will describe Concurrent CPDS only informally, and point the reader to the full
article for an exact definition [12]. We use a notion of collapsible stacks called
annotated stacks (which we refer to as collapsible stacks). These were introduced
in ICALP 2012, and are essentially equivalent to the classical model [7].

Higher-Order Collapsible Stacks An order-1 stack is a stack of symbols
from a stack alphabet Σ, an order-n stack is a stack of order-(n − 1) stacks.



A collapsible stack of order n is an order-n stack in which the stack symbols
are annotated with collapsible stacks which may be of any order ≤ n. Note, in
examples we will omit some annotations for clarity.

An example stack is given below

[[c[[b]1]2a]1[b]1]2 .

This is an order-2 stack containing two order-1 stacks (the order of the stack
is indicated by the subscripts). The stack is read from left to right, hence the
top-most order-1 stack contains the character c on top of the character a. The
bottom-most order-1 stack contains only the character b. Only one annotation
is shown: the c character is annotated with an order-2 stack containing a single
order-1 stack consisting of a single b character.

Stack Operations The following operations can be performed on an order-n
stack.

On = {noop, pop1} ∪
{
rewa, push

k
a, copyk, popk | a ∈ Σ ∧ 2 ≤ k ≤ n

}
We describe each of these operations below.

– The noop operation leaves the stack unchanged.
– The pop1 operation removes the top-most character from the top-most order-

1 stack. For example

pop1

(
[[c[[b]1]2a]1[b]1]2

)
= [[a]1[b]1]2 .

That is, we popped the c (and its annotation).
– The rewa operation rewrites the top-most character of the top-most order-1

stack to a, while leaving its annotation unchanged. For example

rewa

(
[[c[[b]1]2a]1[b]1]2

)
= [[a[[b]1]2a]1[b]1]2 .

– The pushk
a operation is the most involved. It adds a new character to the

top of the top-most stack. In doing so it must also create an annotation. The
annotation it creates is the top-most order-k stack with its topmost stack
removed. For example

push2
c([[a]1[b]1]2) = [[c[[b]1]2a]1[b]1]2 .

That is, we put a c character on top of the topmost stack. The annotation
of this character is the topmost order-2 stack (in this case there is only one
order-2 stack) with its topmost order-1 stack removed.

– The copyk operation pushes a new stack onto the topmost order-k stack.
The stack it pushes is the copy of the top of the stack it is updating. For
example

copy2([[a]1[b]1]2) = [[a]1[a]1[b]1]2 .

That is, the topmost order-1 stack of the topmost order-2 stack has been
copied.



– Finally, the popk operation removes the topmost stack from the topmost
order-k stack. For example

pop2([[a]1[b]1]2) = [[b]1]2 .

Concurrent Collapsible Pushdown Systems We define a general model of
concurrent collapsible pushdown systems.

Definition 1 (Multi-Stack Collapsible Pushdown Systems). An order-n
multi-stack collapsible pushdown system (n-MCPDS) is a tuple C = (P, Σ,R1, . . . ,Rm)
where P is a finite set of control states, Σ is a finite stack alphabet, and for each
1 ≤ i ≤ m we have a set of rules Ri ⊆ P ×Σ ×On ×P.

A configuration of C is a tuple ⟨p, w1, . . . , wm⟩ where p is a control state and
the wi are stacks. There is a transition

⟨p, w1, . . . , wm⟩ −→ ⟨p′, w1, . . . , wi−1, w
′
i, wi+1, . . . , wm⟩

via (p, a, o, p′) ∈ Ri when a is the topmost character of wi and w′
i = o(wi).

Consuming and Generating Rules We distinguish two kinds of rule or oper-
ation: a rule (p, a, o, p′) or operation o is consuming if o = popk or o = collapsek
for some k. Otherwise, it is generating.

2.2 Reachability Problems

We are interested in two problems for a given concurrent CPDS C.

Definition 2 (Control State Reachability Problem). Given control states
pin, pout of C, decide if there is for some w1, . . . , wm a run

⟨pin,⊥n, . . . ,⊥n⟩ −→ · · · −→ ⟨pout, w1, . . . , wm⟩ .

Definition 3 (Global Control State Reachability Problem). Given a con-
trol state pout of C, construct a regular representation of the set of configurations
⟨p, w1, . . . , wm⟩ such that there exists for some w′

1, . . . , w
′
m a run

⟨p, w1, . . . , wm⟩ −→ · · · −→ ⟨pout, w′
1, . . . , w

′
m⟩ .

We will omit the definition of the representation of stacks. Intuitively, a stack
can be considered a word that is the sequence of stack characters read from top
to bottom. A stack with annotations can then be considered a tree, where the
annotations are where the tree splits into different branches. Regular sets of
stacks can then be represented by a suitable kind of finite automata, which we
define in the full versions of the article [12,13].



3 Statement of Results

In general, the reachability problems presented above are undecidable for MCPDS.
We present informally three different restrictions on the runs of such systems that
allow us to obtain positive results. In particular, we have:

Theorem 1 ([12]). For ordered, phase-bounded and scope-bounded CPDSs the
control state reachability problem and the global control state reachability problem
are decidable.

Ordered MCPDS The runs of an ordered MCPDS are restricted such that con-
suming operations may only be performed on the leftmost non-empty stack.
That is, an order-n ordered CPDS is an n-MCPDS C such that a transition from
⟨p, w1, . . . , wm⟩ using the rule r on stack i is permitted iff, when r is consuming,
for all 1 ≤ j < i we have wj =⊥n.

Phase-Bounded MCPDS The runs of a phase-bounded MCPDS are split into a
fixed number ζ of phases. During each phase, consuming actions may only occur
on a single stack, while generating operations may be performed on any stack.
That is, given a fixed number ζ of phases, an order-n phase-bounded CPDS is an
n-MCPDS with the restriction that each run σ can be partitioned into σ1 . . . σζ

and for all i, if some transition in σi by r ∈ Rj on stack j for some j is consuming,
then all consuming transitions in σi are by some r′ ∈ Rj on stack j.

Scope-Bounded MCPDS The runs of a scope-bounded MCPDS operate accord-
ing to a round-robin scheduler. Take a fixed scope-bound ζ. Each run consists
of an arbitrary number of rounds. When there are m stacks, each round consists
of m partitions. In the first partition, only operations acting on the first stack
may be performed, in the second, it is the second stack that can be updated,
and so on. When a consuming operation is performed, it must be the case that
the stack or character removed was created at most ζ rounds earlier. We refer
the reader to the full article for a more precise definition [12].

4 Conclusion

In FSTTCS 2013, we have shown decidability of global reachability for ordered,
phase-bounded and scope-bounded collapsible pushdown systems [12].

There are several interesting avenues of future work:

1. Our results thus far are purely theoretical. We would like to discover algo-
rithms that may be implemented in practice.

2. Can the generic frameworks for pushdown systems ([20,9]) be generalised to
CPDSs?

3. Recently, a more relaxed notion of scope-bounding has been studied [19]. It
would be interesting to see if we can extend our results to this notion.



4. Finally, collapsible pushdown systems provide an automaton model for re-
cursion schemes that can be used to model higher-order programs. We would
like to study the effect of the restrictions considered here when applied to
this modelling process, and if there are different restrictions that may also
be applied.
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